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Abstract
Human-subjects researchers are increasingly expected to de-
identify and publish data about research participants. How-
ever, de-identification is difficult, lacking objective solu-
tions for how to balance privacy and utility, and requiring
significant time and expertise. To understand researchers’
approaches, we interviewed 18 practitioners who have de-
identified data for publication and 6 curators who review data
submissions for repositories and funding organizations. We
find that researchers account for the kinds of risks described
by k-anonymity, but they address them through manual and
social processes and not through systematic assessments of
risk across a dataset. This allows for nuance but may leave
published data vulnerable to re-identification. We explore
why researchers take this approach and highlight three main
barriers to more rigorous de-identification: threats seem unre-
alistic, stronger standards are not incentivized or supported,
and tools do not meet researchers’ needs. We conclude with
takeaways for repositories, funding agencies, and privacy
experts.

1 Introduction

Social scientists, clinical trialists, and other researchers collec-
tively generate extensive data about human subjects. Publish-
ing this data bolsters reproducibility, empowers meta-analysis,
and creates transparency [72]. As a result, data publication is
not only seen as best practice but also increasingly required to
publish papers [94] and receive research funding [7, 73]. The
amount of published data is enormous and growing, with the
Inter-university Consortium for Political and Social Research
(ICPSR) archive—one among thousands of archives [80]—
hosting over 20,000 datasets as of 2025 [42]. However, shar-
ing data about humans risks social stigma, legal consequences,
physical violence, and other harms [11, 15, 24]. Thus, re-
searchers de-identify data: modifying data to make it harder
to re-identify or learn information about individuals.

De-identification is hard. Researchers are expected to pre-
serve data utility for various, often unspecified use cases.

They must also avoid privacy pitfalls, as approaches from
the ad hoc to k-anonymity [91] can fail in unexpected
ways [17, 71, 77]. The privacy community has laser-focused
on differential privacy (DP) as the solution. DP enables data
release with measurable and guaranteed limits on inference
about individuals [25]. Surveys [20, 40, 61, 65, 74, 83, 95]
detail the myriad variants and improvements since DP’s for-
malization in 2006, and the pace of research continues un-
abated [22, 23, 29, 39, 43, 45–47, 51, 52, 84, 104]. Some
have argued that DP can support sharing of human-subjects re-
search data by creating public statistics to accompany access-
restricted datasets [79] or by creating entire synthetic or mod-
ified versions of datasets [6, 30, 54, 67].

However, real-world deployments of DP are largely lim-
ited to a few government agencies [37, 97] and tech compa-
nies [2, 4, 21, 62, 85], while a large portion of research data
is de-identified using non-formal methods and published with
minimal access restrictions in repositories such as ICPSR [42].
De-identification resources for researchers also generally do
not recommend DP [35]. One reason is that researchers have
concerns about suitability, as evidenced by widespread fears
that the use of DP for the 2020 U.S. Census could undermine
their work [69, 86, 102].

To empower human-subjects researchers to protect par-
ticipants’ privacy with state-of-the-art methods, we need to
bridge the gap between them and the privacy community. To
do this, we must ensure that tooling supports the use cases
for publishing data in the first place, and that it is usable and
useful enough to be adopted. It is possible this will ultimately
require new methods or paradigms for data release.

As a crucial first step, we investigate researchers’ current
de-identification mindsets and practices, by interviewing 18
practitioners who have de-identified data for publication and
6 curators who review data submissions at repositories and
funding organizations. We ask three main research questions:

1. How do researchers perceive re-identification threats?
2. How do researchers de-identify data in practice?
3. What challenges do researchers encounter?



We find that participants conceptualize risk in ways that
align with k-anonymity [91], but they de-identify data follow-
ing manual and social processes—evaluating indirect identi-
fiers one or two at a time, estimating risk through discussion
with collaborators—and not through systematic approaches
such as k-anonymity. Thus, few ensure individuals cannot
be singled out even by modest sets of identifiers. Some of
their reasons may be familiar to security and privacy scholars:
de-identification is a secondary concern that can clash with
the primary task of publishing research papers [1], and despite
great potential for harm, researchers doubt published data will
be targeted by competent threat actors [88, 89]. Researchers
also face challenges involving usability, capacity, and incen-
tives, though not all feel these impediments are significant.

We also ask two targeted secondary research questions:

4. What is the role of external review?
5. What are researchers’ perceptions of perturbative meth-

ods, such as differential privacy?

We find that review by curators can bolster de-identification
but is undermined by communication issues; additionally,
curators do not generally expect or recommend systematic de-
identification approaches. Finally, researchers are skeptical
that perturbative methods like differential privacy could meet
their needs for data utility, but they are potentially open to
new practices if funders expect them and provide support.

We conclude by highlighting three barriers to systematic de-
identification, along with recommendations to privacy schol-
ars and tool developers on meeting researchers’ needs.

2 Background

We describe shifting expectations for publishing research data,
de-identification techniques, and practitioners’ perspectives.

Publishing research data. A growing open-science move-
ment champions the benefits of publishing data, such as en-
abling replication and meta-analysis, as well as providing
transparency to the public [72]. Starting in 2013, the U.S.
Office of Science and Technology Policy has directed fed-
eral agencies to maximize public access to data from re-
search they fund, while balancing confidentiality [38, 73];
it reported a huge increase in published data by 2021 [53].
Other countries [44, 76, 96], non-governmental research fun-
ders [7, 100, 103], and publication venues [94] also incen-
tivize or require data publication.

Research data repositories can influence de-identification
through guidelines and oversight by curation staff; exam-
ple steps in the data submission workflow include review of
disclosure risk, checks for format and quality, and creation
of documentation [99]. Some repositories have built sub-
stantial infrastructure for reviewing de-identification, as with
the Millennium Challenge Corporation’s Disclosure Review

Board [64]; others take less structured approaches. Reposito-
ries also facilitate restrictions on access and use, for example
by reviewing access requests before users can download data,
or by having users agree to not attempt re-identification [98].

De-identification. Human-subjects data is typically de-
identified and/or access-restricted. De-identification involves
removing or modifying attributes, which may be directly (e.g.,
email address, ID number) or indirectly (e.g., zip code, gen-
der) identifying. However, de-identified data can still reveal
information about individuals. We mainly consider the risk of
singling out: locating a record1 with a unique combination of
indirect identifiers [90]. Singled-out records are re-identified
once they are linked to individuals using external data (e.g.,
voter rolls) or an attacker’s personal knowledge. Although
other risks exist [49], we focus on singling out because it was
the main risk discussed by participants.

Carvalho et al. review de-identification techniques [14].
Some techniques do not introduce inaccuracy: deleting data
or generalizing values into broader categories (e.g., replacing
cities with counties, using income brackets, and top-coding
outlier values such as ages over 80 to 80+). Other perturbative
techniques produce data that is somewhat inaccurate: e.g.,
adding noise or swapping values among records.

De-identification can be structured around systematic ap-
proaches, such as k-anonymity, that measure the strength of a
dataset’s protection. A dataset is k-anonymous if each record
shares the same values with at least k-1 others across the quasi-
identifier, a set of indirect identifiers chosen for their potential
to link records with external data [91]; this is often achieved
by deleting and generalizing data. The greater k is, the harder
for an attacker to match a record to a particular individual.
Unfortunately, k-anonymity and prominent variants [55, 56]
are not designed to prevent re-identification using unconven-
tional identifiers [70], and they can be reverse-engineered,
depending on implementation [17].

In contrast, DP algorithms provide probabilistic limits on
the impact of each individual’s data on the final data release,
capping the potential for re-identification. The limit is for-
mally defined in relation to the ε parameter and cannot be
exceeded, no matter how the data release is processed or what
external data becomes available for linkage [27]. A common
use case for DP is to protect aggregate statistics by adding
random noise to the outputs, but methods have also been de-
veloped to release differentially private synthetic or modified
versions of datasets [6, 30, 40, 54, 74].

Practitioners’ considerations. De-identification can be dif-
ficult, especially for academic researchers who may need to
publish datasets spanning hundreds of variables without the
resources and expertise of government agencies or tech com-
panies. Based on their own experience, researchers reflect

1A record is a single data unit, often corresponding to one person or
household and/or one row in a dataset.



that dealing with k-anonymity [3, 59], DP [32, 33], and quali-
tative data [12] is rife with difficult decisions about which the
research team may reasonably disagree [48]. Eastwick, for
example, notes that it is “frustrating and disappointing that
so much digital ink has been spilled over the importance of
data sharing but very little of it has been devoted to helping
researchers with (modestly) complex data sets” [48].

Increasing privacy tends to decrease data utility for future
uses—but both are crucial, creating a tricky balancing act for
practitioners. There is a general lack of objective answers,
whether the question is how to generalize variables, what
value of ε to use for DP [26], or which dataset characteristics
are most important to preserve. Further complicating matters,
the answers practitioners choose will inevitably support some
use cases but not others, but they may want to support a range
of use cases, not all of which are clear in advance.

Practitioners have resources to help with de-identification.
Some tools de-identify data algorithmically [41, 78, 82, 92],
and a limited body of work on usability shows that the ef-
fort to make existing tools user-friendly is only just begin-
ning [75, 93]. Tools can also support decision-making: e.g.,
generating visualizations to help choose ε [68] or checking
for potential problems [19]. Practitioners may refer to de-
identification guides and frameworks [3, 13, 28, 57, 59],
though existing online guides tend to have limited exam-
ples and sparse coverage of threats to de-identified data, and
guides for researchers in particular rarely cover systematic
approaches such as k-anonymity or DP [35].

There is unfortunately little work investigating researchers’
mental models of disclosure risk; techniques and tools used in
practice; and the impact of sociotechnical context. Peterson
et al. investigated researchers’ approaches to redacting quali-
tative data specifically [81]; our work covers both qualitative
and quantitative data, focusing more on the latter.

Debating utility and compatibility with research norms.
Some researchers and policymakers have concerns about
how the inaccuracies introduced by DP affect data utility,
spurred in large part by the use of DP in the 2020 U.S. Cen-
sus [69, 102]. Some studies have sought to assuage specific
concerns about utility, showing that despite introducing inac-
curacies to the data, certain DP applications maintain distribu-
tions over variables [16], preserve replication of analyses [67],
or support downstream applications [18]. On the other hand,
some studies have argued that existing DP implementations
are incapable of providing acceptable utility without sacrific-
ing a meaningful privacy guarantee, at least for certain use
cases [8, 31]; the inventor of DP herself writes that DP is the
wrong tool for studying outliers or small datasets [26].

Beyond questions about utility for specific use cases, con-
cerns regarding DP extend to deeper disagreements about
what kinds of techniques and justifications are compatible
with the norms of a research community. For example, alter-
ing data has not traditionally been a widely accepted scientific

practice, even when done transparently to protect participant
confidentiality [58]. In this vein, Sarathy and boyd argue
that the Census’s use of DP triggered controversy because
it conspicuously exposed ways in which Census data is ma-
nipulated using statistical techniques to bolster accuracy and
confidentiality—which clashed with many social scientists’
expectations of the Census as a straightforward count of U.S.
residents [10, 86]. As another example of tension with exist-
ing norms, Sarathy et al. found that data practitioners who
interacted with a DP tool did not feel that the output statistics
would enable them to conduct exploratory data analyses or
replication, due in part to the lack of access to raw data [87].

It may be that DP’s trade-offs make it a poor fit for a signif-
icant portion of human-subjects research datasets, at least for
the foreseeable future. However, the same kinds of concerns
over utility and compatibility apply to other de-identification
approaches, and addressing them is key to increasing adoption
of any de-identification method.

3 Method and participants

We conducted 18 semi-structured interviews with practition-
ers who have de-identified data for publication, as well as
6 interviews with curators who review data submissions for
repositories and funding organizations. We held interviews
on Zoom between September 2023 and May 2024.

Recruitment. We recruited practitioners from eight online
repositories that require de-identification. We chose some
repositories that host many types of data, such as ICPSR [42],
and others specific to the sensitive topics of health, crime, and
international development. We systematically reached out to
recent submitters of public de-identified datasets, contacting
84 practitioners and yielding 14 interviews.

We recruited four more practitioners via non-systematic
repository searches and professional connections, targeting
diverse experiences such as working at NGOs, using k-
anonymity, and publishing data in restricted access. As prac-
titioners emphasized experiences both receiving and provid-
ing curation, we also recruited six curators for interviews
by emailing repositories and funding organizations, in order
to understand how they evaluate and ensure the quality of
de-identification for submitted data. We continued recruit-
ing until the research team agreed we had reached saturation,
based on preliminary themes developed during analysis [34].
No two participants are from the same organization.

We required participants to be 18 years or older, speak
English, and have experience de-identifying data or curating
de-identified data. Participants described their organization
and demographics in a two-minute pre-interview question-
naire (Appendix A). Afterward, they received a $50 Tango
card, which can be redeemed for various monetary rewards.2

2https://www.tangocard.com/

https://www.tangocard.com/


Interview design. Semi-structured interviews with practition-
ers had six parts:

• Background: In what context participants de-identify
data, and how they learned to do so.

• Process: How participants de-identify data, including
techniques and implementation details.

• Evaluation: How participants determine when a dataset
is sufficiently de-identified.

• Challenges: What challenges participants face in de-
identification, and what tools or resources might help.

• Threat modeling: What threats to published data partic-
ipants perceive, and how they understand the effective-
ness of their de-identification measures.

• Perturbation: Under what circumstances participants
think perturbative methods (e.g., DP) are appropriate,
and what barriers prevent greater adoption.

We piloted our protocol with three experienced practition-
ers: a graduate student, the second author (a research scien-
tist), and a consultant who helps businesses de-identify cus-
tomer data. As a result, we focused our study on researchers
and rephrased confusing questions. The two interview proto-
cols for practitioners and curators are in Appendices B and C,
respectively. Interviews lasted 62 minutes on average.

Thematic analysis. We aimed to both describe participants’
de-identification practices and develop interpretive themes
explaining why they follow these practices. Therefore, we
conducted a template analysis, a form of thematic analysis
that mixes both descriptive and interpretive coding [50]. The
first two authors coded two transcripts3 collaboratively to de-
velop a qualitative codebook. As the codebook’s high-level
structure was stable, they coded five more interviews sepa-
rately, meeting after each to resolve differences and develop
preliminary themes. As the codebook structure stayed stable,
remaining interviews were coded sequentially by the first and
then second authors, and the research team worked together to
further develop themes. We used the same codebook for both
practitioner and curator interviews, because both covered sim-
ilar thematic topics. Our codebook is linked in Appendix D.

Interviews covered both quantitative and qualitative data,
but our analysis focused more on approaches to quantitative
data—especially for de-identification processes (§4.2)—for
two reasons. First, participants overall talked more about
quantitative data, providing concrete detail that helped us
better understand their processes without observing them at
work. Second, existing work has taken a similar approach to
study how practitioners de-identify qualitative data [81].

Limitations. As this study is qualitative, we avoid making
generalizable claims. For context, we sometimes report the
number of participants who expressed a particular idea, but

3To generate transcripts, we used OpenAI’s Whisper model locally to
transcribe interview recordings, correcting the results manually.

this does not indicate its true prevalence. Thematic analysis
is also an inherently subjective method where researchers
develop nuanced interpretations of data relying on their own
experience and knowledge. For a deeper and more rounded
analysis, we involved two coders from diverse backgrounds,
who both conducted interviews: the first author is a computer
science graduate student who is familiar with academic lit-
erature and online guidance on de-identification, while the
second author is a social scientist at a research company with
hands-on experience de-identifying and publishing data. Both
asked interview questions and interpreted responses in ways
that were not intuitive to the other.

Our recruitment method contains potential bias. Some po-
tential participants may have been restricted from taking part
by organizational policy. As we recruited practitioners from
repositories that require (and often review) de-identification,
their practices may differ from those who submit data to repos-
itories with less apparent oversight, such as OSF, Zenodo, and
Figshare. We also recruited primarily from repositories that
are used by researchers in the U.S., though participants’ re-
search topics span international cultural contexts.

Participants may have presented idealized accounts due to
social desirability bias. We followed best practices to mitigate
this, such as emphasizing that there are no right or wrong
answers.

Participant information. Table 1 contains information about
participants’ backgrounds. Pseudonyms begin with P (practi-
tioners) and C (curators). Of the 18 practitioners, 6 are pro-
fessors, 5 are full-time or postdoctoral research scientists, 5
are in positions in which they oversee de-identification while
coordinating research or managing data, and 2 are graduate
students. Research topics mainly span health and healthcare
(e.g., sexual behaviors, physicians’ clinical practices), crime
and criminal justice (e.g., intimate partner violence, recidi-
vism), and international development (e.g., perceptions of
local organized crime, standards of living). Participants cover
a range of demographics and are mostly based in the U.S.;
more details are in Appendix E.

When asked how they learned to de-identify data, 19 men-
tioned learning by doing, often adopting mentors’ and collab-
orators’ practices; 12 mentioned literature, including online
guides, internal guidance, and research papers; and 10 men-
tioned coursework, job training, and other structured learning.
Several emphasized the primacy of learning by doing: though
P18 also learned through coursework and guides, they said,
“The point at which I feel like I really fully understood op-
tions and requirements and best practices for de-identification
came when I was required to make data publicly available
. . . working with data curation experts.” Similarly, P15 had
learned about de-identification in courses, but—perceiving
a “gap” between computer science theory and what works in
practice—they said, “You learn more by just actually having
to do it and stress-test systems or datasets on your own.”



Table 1: Participants’ research areas, organization types, and counts
of datasets de-identified and curated. Counts are based on partici-
pants’ rough estimates and provide only order of magnitude. Blanks
indicate we did not ask, not necessarily a value of zero.

Research area Organization # de-id’ed # curated

P1 Health(care) Co./NGO 10–19
P2 Health(care) University 20+ 100+
P3 Health(care) University 20+
P4 Health(care) University 10–19 no answer
P5 Health(care) University 5–9
P6 Health(care) University 5–9
P7 Health(care) University 1–4
P8 Crime / justice University 20+
P9 Crime / justice University 10–19
P10 Crime / justice University 5–9
P11 International dev. Co./NGO 20+
P12 International dev. Co./NGO 20+
P13 International dev. Co./NGO 10–19
P14 International dev. University 20+
P15 International dev. University 5–9
P16 International dev. University 5–9
P17 Public policy University 10–19
P18 Psychology University 10–19

C1 Health(care) Repo/funder* 500+
C2 Crime / justice Repo/funder 40–99
C3 International dev. Repo/funder 100+†

C4 International dev. Repo/funder 20+ 100+
C5 International dev. Repo/funder 500+
C6 Social sciences Repo/funder no answer
*For confidentiality, we do not specify which curators work for reposito-
ries, funding agencies, or organizations that function as both.

†This interview was conducted with three curators from the same organi-
zation. As they shared similar experiences and perspectives, we treat
them as if they were a single participant (C3), including for reported
counts, except where otherwise noted. The number in this table is the
combined number of datasets curated by all three individuals.

In terms of techniques, 21 described generalizing data into
broader categories, 18 deleting data, 13 pseudonymizing or
hashing IDs or names, and 7 adding noise. Other techniques
were mentioned by 4 or fewer, including imputing values
(e.g., replacing with the mean) and subsampling (withholding
part of the dataset from release). One participant has used DP,
and 3 have applied k-anonymity or helped others do so.

Some have awareness of whether and how data they pub-
lish is used: while 6 expressed uncertainty, 8 knew that it had
been used for research, and 2 for policy development. Some
mentioned that published data has been used in research train-
ing exercises, news articles, and machine learning models for
health products. De-identified data—sometimes an exclusive,
less private version—is also often used by funders to inform
their own programs, such as public health initiatives. We did
not ask why participants had published data, but several prac-
titioners indicated it was a requirement for research funding
or publication, while one said they try to publish data when
appropriate out of support for open science.

4 Findings

To learn how privacy scholars can best support researchers
in de-identifying data, we must first understand their cur-
rent knowledge, practices, and challenges. We find that re-
searchers think about risk in ways that align with k-anonymity,
but they do not take systematic approaches that ensure against
singling out. Our findings explore why.

We sometimes avoid specific attribution of participants’
responses to reduce the risk of re-identification.

4.1 Perceptions of threats

While participants are concerned about serious potential con-
sequences of re-identification, they find competent threat ac-
tors to be an unlikely hypothetical. At a high level, the way
they think about risk aligns with k-anonymity.

Participants see serious consequences to re-identification.
Six mentioned physical violence, ranging from domestic
abusers retaliating against survivors sharing their experiences,
to repressive governments, terrorist groups, and criminal orga-
nizations targeting people who view them negatively. Seven
mentioned impacts on individuals’ livelihoods or basic ser-
vices, including retaliation from employers and denial of
health insurance. Eleven mentioned social consequences,
such as ostracization for culturally stigmatized kinds of sex-
ual activity. Other concerns include incarceration and other
legal consequences, as well as the need to respect data sub-
jects’ privacy and trust even absent a specific harm.

Potential harms can make participants reluctant to pub-
lish data at all. P1, who studies sexual practices and health
in regions with stigma and criminalization, sometimes rules
out journals that require data publication: “We’re doing a re-
search study based on sensitive data that we cannot share, but
the journal requires us to share it, so we are between a rock
and a hard place.” P10 was required by a funder to publish
transcripts describing traumatic experiences that could affect
ongoing legal cases but felt uncomfortable doing so: “We
were just so worried that our participants would be identifi-
able.” They ended up publishing under access restrictions.

Participants doubt attacker capabilities and motivation.
Despite an array of potential harms, the vast majority of par-
ticipants find the threat of re-identification unlikely. Though
C1’s “nightmare” is a re-identified individual being denied
health insurance based on family history, they added, “That’s
more like a sci-fi paranoia concern than it is a practical one.”

Participants gave three main reasons for skepticism about
the likelihood of real-world attacks. First, many believe
de-identification creates enough of a barrier to deter attack-
ers. P14, for instance, thinks no one would try because re-
identifying their data is impossible. Adding some caveats, P4
believes that even though re-identification is probably pos-



sible, motivated attackers lack the capability to do so: “The
level of sophistication and effort you would need to do that
is beyond the real threat.” As an example of a motivated but
non-expert attacker, P4 described a data subject’s spouse or
partner who might try learn about a visit to the doctor for a
sexual health issue; in this case, P4 argued that the more likely
danger is the attacker acting harmfully based on incorrect con-
clusions. We note that while P14 and P4 both de-identify
indirect identifiers using techniques such as generalization
and noise addition, neither described following processes to
ensure that individuals cannot be singled out.

Second, participants believe there would be little bene-
fit to attackers. P2 said, “There’s usually not much to gain
monetarily—blackmail—or reputationally in these datasets.”
P13 and C4, who both do research in international develop-
ment, both noted that their typical data subjects do not own
bank accounts, arguably ruling out most profit-driven crime.

Third, participants perceive lower-hanging fruit for attack-
ers to accomplish the same ends. This includes more ac-
cessible sources of data. P8 questions the point of taking
de-identification seriously when criminal justice departments
identify individuals in public records, shared datasets, and
more: “Sometimes [department staff] don’t really care, and
there’s probably all sorts of emails shooting around about
those individuals while they’re on supervision. But here we
are, researchers, being terrified that we have that informa-
tion.” Other aspects of research infrastructure are also seen as
lower-hanging fruit: to C3, the “biggest risk” is that systems
might be hacked to expose data that has not been de-identified
at all. P1 worries more about individuals being identified
during data collection: “If police wanted to do a crackdown
on illegal acts, the last place they would go is our dataset. . . .
De-identification for us means that we need to set up a coffee
shop with a special room where we do interviews.” As C1
summed up, “It’s just not the best access point for any bad
actor—they’re not going to come to a social science reposi-
tory with intentions to identify 1 of 500 people that responded
to a study in 1989. That’s just kind of a bad premise.”

Despite doubts, some are wary of underestimating threats.
Uncertainty about threats can be a reason to take them seri-
ously: P13 analogized, “Illegal armed groups employ lawyers,
so I don’t know why they wouldn’t be able to employ data sci-
entists, you know? So, I took that very seriously.” Because P5
is unsure about the likelihood and real-world occurrence of re-
identification attacks, they guess that the likeliest threat may
come from other research participants, as well as participants’
colleagues or friends; therefore, they intentionally avoid men-
tioning the existence of published data to their participants.
Others simply stressed that de-identification should be strong,
regardless of threats: C2 said, “Participants were guaranteed
their safety, so we should ensure that it’s protected.”

Some actors may have reason to re-identify datasets, even
if it brings them no benefit. Citing vaccine research targeted

by conspiracy theorists, P1 expressed concern about attacks
intended to publicly sabotage the project’s reputation: “It
would make a big headline against them, the funder, [and]
against us, the organization that’s doing this study, if a [re-
identifiable] dataset comes out.”

Participants largely perceive risk factors that align with
k-anonymity’s risk model. Related to the value k, nineteen
mentioned the risk posed by uncommon or unique values of
indirect identifiers as they explained how they de-identify
data, with fifteen saying they look for uncommon combina-
tions of values. Related to selecting a quasi-identifier, twelve
explicitly noted that some types of data are more identifying,
including (depending on context) location, age, occupation,
and number of livestock, in contrast to other data types such
as opinions of local officials. Four mentioned that richer data
(e.g., with more attributes) is higher-risk, which can make it
harder to achieve high values of k. Thirteen noted that ex-
ternal data can link records to identities, and five noted that
personal knowledge of data subjects can do the same.

Even without mentioning it by name, participants often
have a k-anonymity sort of mindset, with the goal that all
records should have look-alikes across some set of indirect
identifiers. P6 tries to “avoid putting clinicians into a group
of less than five similar clinicians,” in terms of identifiers
such as age, race, occupation, and location. P7 said the only
criterion they applied consistently was asking whether specific
combinations of identifiers—such as medication, handedness,
location, and age—matched with one record (bad), two or
three (“okay, but it’s still perilous”), or more (better). And P8
expressed confidence that even an attacker with a rich source
of external data—e.g., a criminal record containing arrests,
convictions, and location—would probably not be able to
single out any record.

Participants’ mindsets align less with DP’s risk model.
Risks other than singling out, such as attribute disclosure [49],
did not arise in conversation. While ten mentioned the po-
tential for reverse engineering de-identification (one of k-
anonymity’s potential weaknesses [17]), they largely men-
tioned attacks that could be mitigated by following best prac-
tices for k-anonymity and other non-formal techniques: e.g.,
assigning pseudonyms randomly rather than in alphabetical
order, or ensuring sensitive information is removed from doc-
umentation. Additionally, as we detail in Section 4.2, many
hesitate to treat all attributes as potential identifiers.

The sampling frame provides key peace of mind. Partici-
pants’ datasets are mostly samples from a larger population,
which means that an individual who is singled out in the
dataset is not necessarily singled out in the population (as-
suming an attacker does not know the set of people who are
in the dataset). As P13 explained, if only one man from Mary-
land was surveyed, “That doesn’t necessarily mean, though,
that combination is identifying, because there’s so many peo-



ple in the [broader] population with that combination.” In
total, six discussed the role of the larger sampling frame in
reducing risk. Unlike other risk factors mentioned by partici-
pants, accounting for the sampling frame is somewhat at odds
with k-anonymity: as P13’s example shows, the sampling
frame is a legitimate reason to tolerate records that are sin-
gled out. Similarly, recalling a recently reviewed dataset, C3
said a small group of look-alike records might be concerning
in rural sites where the sample is ~50% of the population, but
much less so in urban sites where the sample is ~2%.

4.2 How researchers de-identify data
Focusing on quantitative data,4 we find that even though par-
ticipants take steps to reduce the threat of singling out, they
rarely evaluate risk systematically across identifiers or apply
clear standards for when data is de-identified. Instead, they
often approach data manually, inspecting one or two variables
at a time, and they rely on informal and social processes, such
as consulting collaborators, to make decisions.

Participants manage risk in limited subsets of identifiers.
All participants incorporate traditional indirect identifiers—
e.g., age, gender, and location—into their de-identification
process. Many largely focus their attention on these. At P12’s
organization, practitioners start by creating a codebook to doc-
ument information such as the risk each variable poses, how
they will be de-identified (if at all), and the resulting impact
on data utility; although each variable is documented, individ-
ual and household demographics are usually more scrutinized
than opinions, working hours, and others “harder to be visible
to an outside observer.” However, several participants did de-
scribe incorporating less traditional identifiers, based on their
knowledge of what information is distinctive among their
research population; examples include drug use, insurance
type, social media use, and records of prison incidents.

Though participants include some non-traditional identi-
fiers, they are often reluctant to expand the scope, arguing
that many variables pose minimal risk in context. P6 believes
it is “a little silly” that date of healthcare service—important
for many research questions, they noted—is an identifier to be
removed under the U.S. Health Insurance Portability and Ac-
countability Act (HIPAA). They explained, “[In my] depart-
ment, we probably have [hundreds of] patients there that have
a date of service of [date]. I can’t tell you who any of them
are.” Similarly, P12 feels that practitioners in international
development at their organization sometimes unnecessarily
de-identify data types that a realistic attacker would not find
useful, such as the type of toilet in the home.

To classify variables, researchers often talk through risk
together: P16 said, “I get a little bit into the weeds sometimes
about things, and I’m like, ‘Ooh, they have two chickens, and

4Due to prior work on how researchers redact qualitative data [81], this
section mainly covers quantitative data except at the end.

nobody else has two chickens.’ And my boss will be like,
‘There’s a very minute possibility that somebody would go to
this village, and they probably have more chickens now.’”

Participants largely de-identify data by deleting and gen-
eralizing entire variables. Despite being a blunt tool, whole-
sale deletion is preferred by some because it is the “safe route,”
as described by P1, who prefers to automatically delete all
variables unnecessary for replication. This is not only the best
way to protect data subjects but also the easiest to justify: “It’s
much easier to answer the question afterwards of ‘Why didn’t
you put it out?’ Well, we thought it was too sensitive. But if
we put it out and it so happens that those data somehow end
up in the incorrect hands . . . we’re gonna have plenty of very
hard questions.” P6 similarly declined to provide any race and
ethnicity data for a study, even though it was requested to help
answer research questions, out of fear that individuals could
be singled out in combination with other identifiers such as
age and occupation details.

Deleting and generalizing entire variables are the most
common way to handle indirect identifiers, with exceptions
including top-coding outliers and adding noise to dates and
locations. While this broad-strokes approach is more straight-
forward for humans to execute, prior work suggests that in-
corporating other methods such as local deletion [3, 59] may
be beneficial for data utility.

Participants often prioritize certain variables to de-identify
first. Location is a common first step in part because re-
searchers tend to think about identifiability in terms of geo-
graphical areas: C2 starts with location because, for them,
identifiers such as race and age would not be a major concern
“unless it was a very small geographical area.” Preferences are
also based on data utility: given a record that could be singled
out by age and gender, P12 would try to generalize age first,
as “gender’s typically an important variable.”

Participants remove distinctive values, with varying no-
tions of distinctiveness. Participants check for unique or
uncommon values, often one variable at a time. Sometimes
distinctive values are defined by a clear numerical threshold:
citing guidelines from a funding agency, P9 generalizes identi-
fiers such as ethnicity so that no value appears fewer than five
times. More often, distinctiveness can be quite fluid: P11 said
geographic locations that appear ten times would probably be
too distinctive, but generalizing to at least “a couple hundred
or a thousand” might be sufficient, adding, “We don’t have a
well-thought-out process, other than getting people in a room
and thinking through that.” P17 determines low counts based
on “a sense kind of thing,” saying they had deleted locations
with counts of one or two in a dataset of 1,000, while the
threshold might be twenty in a dataset of 20,000.

Some treat individual variables without distinctive values
as non-identifying. P10 would treat zip code as an identifier
in a small dataset where the same value might be shared by



only two records, but in a large dataset where “every zip code
appears now hundreds of times, that’s not an identifier to me.”
C4’s organization has a tool that takes a dataset and suggests
potential identifiers to focus on; because an earlier version
produced “so many false positives that it wasn’t very useful,”
they changed it to stop flagging variables that have a small
number of evenly distributed values. While this heuristic
importantly makes de-identification more manageable, it risks
underestimating the power of even coarse variables to enable
re-identification in combination with other variables [90].

Participants also take steps to reduce distinctive values
without actually calculating distinctiveness within the dataset:
for example, age is often generalized into standard buckets,
and P12 has followed repository guidelines to top-code the
top 5% of values for certain variables. Location is somewhat
unique in that researchers may refer to real population counts
outside the sample: C4 generalizes locations with fewer than
30–50,000 residents, while C2 considers populations below
10,000 small. However, both noted these thresholds are not
hard cutoffs and can be raised for sensitive data or lowered
for utility (leading to increased scrutiny of other variables).
One practitioner echoed this concern with cutoffs: they took
issue with a funding agency guideline on perturbing geocoor-
dinates, arguing that resulting coordinates could probably still
be narrowed down to 1,000 households in some rural areas.

Participants also remove distinctive combinations of val-
ues, though rarely systematically. Fifteen mentioned exam-
ining crosstabs (intersections of variables), though C3 noted
many data submitters do not until asked to by curators. For
example, P16 noted that owning a cow or a tin roof is dis-
tinctive when paired with certain locations, leading them to
check those crosstabs. As a curator, P2 raised red flags about
a dataset with unique combinations of location and race, as
well as location and number of children; one of their recom-
mendations was to top-code number of children, as higher
values were particularly distinctive in certain locations.

Again, participants indicated that distinctiveness depends
on context such as the sampling frame. Some, though, still
refer to numerical thresholds: C2 and C3 both check for
crosstabs with counts under ten, while C4 said they would
start worrying if five or fewer records in a sensitive dataset
shared a crosstab of location, occupation, and caste or religion.
P2 does not typically calculate k-anonymity, but they keep in
mind a goal of k = 2 or 3 when calculating crosstabs.

While participants often evaluate crosstabs, they rarely do
so across a whole set of identifiers, as one would to achieve
k-anonymity. Instead, they tend to choose pairs of identifiers
that they deem risky. As P12 said, “Maybe it’s somebody’s
position within the community, crosstabbed with their age or
their gender. . . . It’s not necessarily a scientific process. It’s
more knowing what to look for.” P1 focuses on crosstabbing
sensitive variables, such as those relating to sexual practices
and health, adding, “I don’t think we [crosstab] all the com-

binations. Quite frankly, I don’t think we do three-way or
four-way. . . . We look at some of the variables that we think
could be sensitive.”

One curator’s repository reviews documentation provided
by data submitters rather than the data itself, so they request
summaries of specific crosstabs with the greatest expected
impact, such as teachers’ demographics and subject areas:
“We know, based on prior submissions, that there are cer-
tain cross-tabulations—oftentimes recognizable demographic
characteristics—where you might see identifiable things.”

Measuring risk across a whole set of identifiers is seen
as extreme. P4 argued that systematic crosstabbing would
be too detrimental to utility: “We do look at, on some level,
combinations of variables. But I would say right now, we
don’t do it in a particularly structured way. . . . It’s very diffi-
cult when you have a very complex dataset to really, I think,
achieve anything useful by doing [generalization] across mul-
tiple variables.” Even without systematic crosstabbing, P4
often receives complaints from downstream users that impor-
tant data, such as specific spoken languages, is missing due
to de-identification.

A few have used k-anonymity in exceptional circumstances.
One participant had a project with a vulnerable population and
detailed questions about gender and sexual orientation. This
rendered the data sensitive but also motivated the research
team to represent data subjects “as they were.” Their attempt
to generalize data without erasing important identities left
records that could be singled out, so they used sdcMicro [92]
to achieve k-anonymity by deleting individual values in the
data. Another participant has also applied k-anonymity once,
to deal with the sensitive topic of sexual behaviors; they used
a mix of generalization and noise.

Both emphasized the exceptional nature of these circum-
stances. The first participant’s go-to solution for sensitive data
is to restrict access, because k-anonymity “did take a lot out
of the dataset.” Similarly, the second participant stressed the
sacrifice to utility: “The reason we think the protocol works
from a privacy perspective is because we gave up so much.
. . . There is a huge amount of analysis that we cannot do.”

C4 helped a research team with k-anonymity once, even
though they usually only calculate crosstabs of two or three
variables at a time. They turned to k-anonymity due to the
availability of external linking data, such as voter registration
records. In contrast, C4’s typical studies are in data-poor
areas; i.e., their data may be the only data recorded about
research participants. Therefore, preventing singling out is
usually a less pressing threat: “The idea of me taking this
and linking it to administrative records . . . we’re not worried
about that for a remote village in [a developing country].”

In contrast, one practitioner defaults to DP, citing a pref-
erence for “provable” methods. Despite some familiarity,
they have not used k-anonymity, not only because they find
it less protective but also because it undermines certain use



cases: “If I want 4-anonymity, I need at least four rows that
look the same in some sense. . . . [When decision makers] are
interested in learning about differences in their population,
k-anonymity doesn’t fit the bill.” In contrast with participants
who had used k-anonymity, they spoke positively about DP’s
impact on data utility, partly based on metrics that provide
worst-case estimates of error caused by noise.

Participants often use tools to scaffold the de-identification
process. P11, P12, and C4 use tools developed in-house by
their organizations that operate on datasets and help plan de-
identification, variable by variable. Capabilities supported
by one or more of these tools include suggesting identifiers;
providing an overview of each variable, including the most
common value and five randomly chosen values; and automat-
ically executing de-identification techniques. Several partici-
pants also scaffold de-identification using generic functions in
statistical programs, such as Stata, to generate codebooks with
summaries of variables. More niche cases of tools include
one participant who has used public DP libraries and coded
their own implementations, and a different participant who
uses in-house scripts to search medical data for identifiers in
free text fields and to scrape news websites for mentions of
data subjects, which might raise their risk.

Almost no one uses tools that carry out de-identification
algorithmically, such as sdcMicro [92], ARX [82], and µ-
ARGUS [41]. Some may be unaware: P13 said, “If there are
R packages [or] . . . Stata commands [for de-identification],
I’m not aware of them.” The participant who had used sdcMi-
cro to apply k-anonymity noted sdcMicro’s usability hurdles:
“If you’re not familiar with k-anonymity and you’re not famil-
iar with R, you couldn’t use it. It’s not a point-and-click tool.”
We note that several de-identification tools do offer graphical
user interfaces, including sdcMicro [5], but our participants
did not describe using them.

Informal and social processes dominate for deciding when
data is de-identified. P12 reflected,

[During this interview], I’m like, wow, a lot of this
is very subjective. And I never realized it, because
we have a very clear process. . . . You document,
you understand why the decision was made. You
talk to multiple people along the process about mak-
ing that decision. But in the end, it is subjective.
The IRB and the project team can disagree. The
clients and the project team can disagree. And then
it goes down to who has the authority in that posi-
tion or if there’s any compromise that can be made.

Instead of quantifiable metrics and standards, participants
often apply their own expertise via manual inspection of data,
reflective exercises, and discussions with colleagues. P11
described generalizing location: “We worked our way up as
a team until we got to a place where we thought, well, at

this level, no one’s gonna be able to identify somebody based
off of all the combination of other indirect identifiers, like
gender, age. . . . It was a conversation with the project team,
understanding the context of where they’re working, not like
a flowchart where you’re following some hard, set rule.” P14
determined that data (with location generalized but other vari-
ables left untouched, including age, gender, and number of
children) could not be re-identified in a “thought experiment”:
“We sit around, we look at this and think about what would
make it easier or harder based on our own experiences.” Simi-
larly, P4 makes many decisions via discussion, rather than an
“objective assessment of uniqueness.”

As a curator, P2 is discontent that they decide when data is
de-identified through informal conversations with submitters:
“It’s hard because I feel like there’s no right answer.” But some
see this as a natural solution, given inherent subjectivity in de-
identifying data. As researchers “reasonably disagree” over
which variables to include, how to generalize values, and how
to run crosstabs, P1’s organization approximates “an internal
peer-reviewed process” to hash out compromises.

Some consult advisory bodies such as IRBs for a second
opinion. P12’s IRB reviews all data for publication: “At least
somebody outside the project team is taking a look at the
data and being able to raise different questions.” And when
curators at C1’s repository are unsure, for example about
appropriate thresholds for low counts, they can consult a com-
mittee to ask, “Is this as bad as we think this is?” P10 wants
IRBs to play a greater role in overseeing de-identification:
“[IRBs] make sure you’re thinking about de-identification,
but they don’t ask . . . how do you know when you’ve pulled
enough variables out and de-identified adequately?”

Participants may rely on informal processes in part because
they lack awareness of alternatives. P13 said they are not
aware of “any hard and fast sort of checks” to determine
when a dataset has been adequately de-identified. Explaining
how they pick categories for generalization, P1 said, “It’s
an art. It’s a judgment call. . . . I don’t think there’s any
pre-established statistical or algorithm to do any of that.”

With vague notions of how data is re-identified, most par-
ticipants guess there is remaining risk. Several, including
C1, said they lack a detailed understanding of how attackers
might re-identify data: “I don’t know what that mindset’s like.
I’m sure that the right tools in bad hands are probably far
more capable than I could ever imagine.”

In this light, many believe their data could technically be
re-identified, but some view it as outside of the relevant scope
of threats. P11 guessed that, on a scale of threats from 1
(a random person) to 10 (a well-funded government actor),
their published data is protected up to level 8, making them
feel “pretty confident” that they have adequately protected
their research participants. C1 suggested their repository is
not responsible for preventing attacks that leverage external
linking data: “What we want to be able to say is we took the



precautions that were necessary to make sure that you were
not identified using the data solely that we put out. Now that’s
put with another piece of information, that’s on someone that
had the intention to do that, and we can’t prevent against that.”

Without being prompted, 13 of 18 practitioners brought up
and stressed the importance of access restrictions and data
use agreements. Access restrictions help avoid uncomfortable
compromises between privacy and utility: despite believing
attackers with personal knowledge of data subjects might be
able to re-identify them, P10 feels “pretty safe” because their
data cannot be accessed without IRB approval and a research
proposal. Curators share this outlook. When identifiers like
county and race are risky but important, C2 retains them but
restricts access, believing that malicious actors would not
make it through the application process. And C3 sometimes
publishes restricted versions of public data with, for example,
fewer variables generalized. Still, making data public is com-
mon, and we note that we recruited all but one practitioner
via publicly available data they had published.

De-identifying qualitative data relies on informal and so-
cial processes to an even greater extent. Participants search
manually for identifiers in free text, usually redacting them
or replacing them with a label indicating the data type (e.g.,
“city”). In contrast with quantitative data, generalization is
an uncommon technique. Participants aim to remove distinc-
tive values and combinations of values, though they refrain
from counting to assess distinctiveness, instead relying on
critical thinking and conversations with other researchers. No
one mentioned using tools, instead emphasizing getting other
researchers to read through and provide a second opinion.

4.3 Challenges

Participants’ de-identification processes are shaped in part by
various challenges concerning usability, capacity, and incen-
tives. The perceived magnitude of these challenges varies,
though, with some characterizing them as significant impedi-
ments and others feeling that de-identification is easy.

Participants are unsure how best to de-identify data. Some
feel forced to make unwanted sacrifices to utility, such as P9,
who finds it often “unfortunate” but necessary to combine
underrepresented races and ethnicities into an Other category.
Noting that “time is so important,” P4 and P8 both emphasized
the “huge struggle” of de-identifying times and dates without
“screwing up people’s analysis” of seasonal trends, impacts of
specific events and policy changes, and more.

Participants called out the need for techniques to better
balance privacy with utility. P2 explained that k-anonymity is
less useful for sample datasets than for censuses, as it does
not account for additional privacy from the sampling frame.
Another called for improved DP techniques to enable better
utility at lower values of ε, noting a yawning gap between

theory and practice: “If I were to pick a value of ε that was
so small that [it] might make the privacy community very
happy but wouldn’t let any policymaker figure out how to get
supplies to folks after an earthquake or after a military coup
or something, then that’s just off the table.”

Some trace difficulties back to training and learning re-
sources. Due to gaps in their de-identification training dur-
ing their PhD, P10 only gradually began de-identifying indi-
rect identifiers later in their career, giving a recent example
where a research assistant made them realize that wedding
date is identifying. One participant completed the only de-
identification certification they know of, but they found it not
so personally applicable due to its focus on HIPAA. Some
are dissatisfied with online resources. P9 found some that
give “general pointers about things to be mindful of” but no
comprehensive guide “that talks really thoroughly about the
process”; similarly, P7 read many webpages with guidance
but wished they had found a “formal guidance document.”

Some also blame difficulties on vague expectations and
standards. P4 wants a more detailed technical specification
than HIPAA’s standard, as they struggled to interpret it in
cases where, for example, dates were perturbed, or patients
in longitudinal datasets crossed the threshold of age 89. P1
said submitting data to funders can result in unnecessarily
“spinning our wheels” over subjective judgment calls, espe-
cially when a project has multiple funders or when staff at
funding organizations change. Curators backed up this find-
ing, with several stressing lessons learned about setting de-
identification expectations as early in the process as possible.

Participants have limited capacity. De-identification can
take extraordinary concentration and time: C4 described the
“tedious process” of manually poring over thousands of vari-
ables in a single dataset as a practitioner. This is particularly
hard for curators, who sometimes try to review submissions
with a fine-toothed comb despite the volume: C3 said, “We’ve
had codebooks come to us with six datasets—six codebooks
that were over a thousand pages long each. . . . You have to
look at it really carefully because you don’t wanna skim over
that one question where they ask about household negotiation
that ends in violence.” Thus, as C5 said, publishing data can
take years: “We have a never-ending backlog of these things.”

Still, some see this effort-heavy approach as imperative. C4
said, as a practitioner, “I don’t care how good my automated
process is. I’m going to at least want to look at those variables
once at the end, just because this is such a big part of what we
talk about when we talk about research ethics.” Similarly, C3
said, “To do this thoroughly—and it has to be done thoroughly
to be done right—there isn’t really a way to shorten it.”

Disincentives and misaligned expectations are pervasive.
De-identification is also often low priority, in terms of both
researchers’ workflows and funding—with three participants
separately describing it as an “afterthought” or “last thought.”



As a result, participants admit, data is de-identified with more
haste and by less qualified researchers than ideal. P13 said,
“A lot of times, we don’t even remember we have to do it until
the very end. It sometimes even happens that we’re doing
it after the contract has ended—the resources that are left to
dedicate to it are not as much as they should be.” Sometimes,
P1 noted, funding runs dry, or the researcher most familiar
with the data leaves before de-identifying it. Participants
also put off adoption of perceived best practices: P4 said, “I
would like us to develop some approaches for reporting on
uniqueness, k-anonymity in the data. It’s just low priority.”

Participants gave various explanations for why they or oth-
ers do not prioritize de-identification. Suggesting a collective
mindset issue, P11 said practitioners they have worked with
“generally” find it unimportant. P16 faulted systemic disincen-
tives in academia, where de-identification is not “necessarily
for your own research benefit.” C3 said data submitters have
yet to adjust to evolving research norms, noting that their
organization had only recently prioritized data submission as
a deliverable when funding projects. In the same vein, P1 sug-
gested that some funders are also working through growing
pains, as grants typically have no funds for de-identification,
and even when they do, the funding is rarely enough to do it
well. They added that the requirement to submit de-identified
data has occasionally come as a last-minute surprise, when the
agreed-upon deliverable was a report: “Once we are in that
final stage of closing the project, the data are requested. . . . It
was never clear from the beginning, it was never budgeted.”

However, de-identification is often perceived as easy. Sev-
eral noted that they find de-identification straightforward in
comparison to other tasks such as securely storing identifi-
able data. P18 (who focuses on generalizing location and
sometimes deleting demographic attributes) explained that
following their procedure makes decisions easy: “I don’t
think it’s that difficult. . . . You just need to make sure you
build the steps in.” We note this sentiment was common but
far from universal: others emphasized the difficulty of de-
identification, including P10, who said de-identifying inter-
view transcripts was “an awful lot of work—I have never
spent so many hours on something in my life.”

4.4 The role of external review

Curators can and do raise the quality of de-identification
through review. In practice, though, practitioners report re-
ceiving minimal feedback, and the two groups sometimes
struggle with poor communication and differing priorities.

Models for curation differ greatly. Some curators only re-
view data; others help de-identify it, with one even offering
this as a paid service with fees dependent on the amount of
work. One repository actually prefers submitters to leave
indirect identifiers for curators to de-identify, in the interest of

preserving utility. On the other hand, one curator reviews data
at some point after publication to avoid bottlenecks, while an-
other reviews documentation only, not the data itself, to avoid
holding identifiable data that could be exposed by hackers or
Freedom of Information Act requests.

External review can strengthen de-identification. All six
curators (as well as both practitioners with curation expe-
rience) described catching mistakes and raising standards,
including spotting direct identifiers like names and ID num-
bers, flagging indirect identifiers like employment history
and movement patterns, calculating distinctive crosstabs like
women with tertiary education, and checking for other vulner-
abilities like pseudonyms assigned in alphabetical order.

Some practitioners described beneficial experiences with
external oversight. One said curators at the Millennium Chal-
lenge Corporation (MCC) occasionally request further de-
identification to fix distinctive crosstabs, though MCC is one
of few research funders to their knowledge that “actually has
a rigorous process.” Another has had ICPSR consultants eval-
uate risk by searching for distinctive values and crosstabs.
Though ICPSR had “never come up with any re-identification
risk,” they felt it was valuable because ICPSR’s “data-driven”
analysis complemented their own “theory-driven” approach:
“They don’t do it through a set of theories about what the sys-
tem is like; they do it through computation. Whereas we do it
more with like, this is what we understand to be the variables
that could pose risk.” Another practitioner had presented an
early de-identification plan to an external ethics group that
demanded improvements, such as adding noise to dates.

Most submitters report minimal feedback from curators.
Though we asked each practitioner whether they had received
feedback on de-identification, P12 was the only one who de-
scribed curators requesting changes to strengthen protections.
Most said curators had never asked for any changes to de-
identification, typically focusing on data quality instead. Hav-
ing never received substantial feedback on de-identification
from one repository, one practitioner questioned the rigor of
their review: “I don’t really know what capacity they have on
the other end to really be making sure that things have been
done appropriately, before [data] actually goes up on the Web.
I suspect that they’re mostly just relying on us to get it right.”

One possible explanation for the lack of feedback is that
our participants may have simply done a particularly good job:
P9 believed this to be the case, saying, “[The curators] clearly
thought [the data] was adequately de-identified,” and adding
that a thorough review included many questions, but mainly
about data quality due to a lack of de-identification issues.
Another is that curators may not always have more rigorous
standards than practitioners. Based on their time as a practi-
tioner, one curator believes most curators have low standards:
“I worked with other government agencies that have this same
on-paper commitment to transparency. And [in reality] the



expectation was you did the de-identification yourself, and
you put the data up yourself, and that was that—no one ever
checked.” One other possible explanation is that curators take
de-identification into their own hands without communicat-
ing it: rather than ask submitters to fix issues with indirect
identifiers, C2’s repository typically handles that internally.
Likewise, if C5’s repository makes de-identification changes,
submitters are typically not informed until publication.

Curators generate distrust by pushing for weaker access
restrictions and de-identification. Although curators often
push for stronger access restrictions, pushing for weaker re-
strictions is a notable source of disagreement. C3 said sub-
mitters sometimes propose more restrictive access levels than
necessary: “Our goal is to publish as much data as possible,
as safely and securely as possible. If, in our review, we find
actually this data is not as risky . . . we push the evaluator to
consider decreasing the access type.” Sometimes, submitters
and curators then come to a consensus: C3 described one case
where looking at crosstabs in a meeting with the submitters
persuaded C3 to up the access restrictions.

However, some curators make unilateral decisions. As
submitters often lack experience due to the “revolving door
of personnel working at these places,” C5’s repository often
disregards their recommendations on access restrictions: “It
doesn’t really matter what they propose, because [the reposi-
tory] will have the final say. . . . Occasionally the implement-
ing partner will propose restricted because they think there’s
red flags of some sort. And then [the curation team] comes
along and says, ‘There’s nothing wrong with this; we could
publish this as public.’” For practitioners, lacking control over
access level can skew their de-identification approach. P9 said
one of their submitted datasets was “rendered useless by the
amounts of de-identification we had to do” for this reason: “I
could say I want you to put it in the highest level of security,
but they don’t necessarily have to do what I say.”

When access is restricted, curators also sometimes push for
weaker de-identification than submitters find appropriate. P10
negotiated extensively with curators who felt indirect identi-
fiers such as wedding date and number of children had been
unnecessarily removed: “They felt like if you’ve removed
all the really obvious things—like the person’s [name, state,
town of residence, and date of birth]—then that’s probably
enough.” P10 chalked this disagreement up to different threat
models: curators felt that “the chances of somebody working
that hard” on re-identification were slim enough to disregard
non-obvious identifiers, while P10 felt journalists might try
to re-identify the data in order to contact data subjects.

Relatedly, funders sometimes request data for their own
use that is more disclosive than practitioners are comfortable
providing. One participant recounted a funding agency’s
request for data with only direct identifiers removed (but not
GPS coordinates, which the agency argued are not personally
identifiable), particularly objecting to the lack of justification:

“We have no idea what the hell they wanted it for.” After
negotiation involving lawyers, they compromised, sharing
a dataset with GPS coordinates coarsened and an attribute
removed that could be used in active government programs
that target illegal activity. Another participant brought up
objections about the same funding agency, explaining that
their organization has had to push back a couple times on
requests for photos of research sites without face blurring:
“We’re not there to generate a photo for you to put on your
PowerPoint presentation—we’re there to monitor the site.”

Curators are stymied by disengaged submitters. While
many submitters are communicative, three curators described
a pattern of submitters who stop responding, causing delays
and more work. To address de-identification issues, C1 needs
input from submitters on how to proceed, but submitters often
disappear: “It’s at the end of their grant, they’re onto their next
thing. . . . [The issue] sits in somebody’s email for three to
six months, and then we have this ticket for this project that’s
sitting there—our supervisors are clamoring for answers.” C2
added that some submitters reject further responsibility for
the data outright, asserting that they have satisfied their grant
obligations by submitting data. In some cases, disengaging
is a crude but effective privacy-preserving tactic: when C2
requests more disclosive data, “Most people will just ignore
our emails if they don’t want to give us the data.”

4.5 Perturbative techniques

Due to controversy over inaccuracies introduced by DP meth-
ods [10, 69, 86, 102], we asked about perceptions of perturb-
ing data. We find participants are largely unfamiliar with such
methods and cautious about the impact on utility, but they are
open to adopting new approaches if it were an expectation.

Participants have little familiarity with perturbation.
Aside from one who uses DP, practitioners’ experience with
perturbative techniques is mostly limited to occasionally
adding noise to locations and dates. Like many, P16 expressed
a general sense of unfamiliarity: “I just haven’t encountered
them. I don’t think I’ve heard of anybody that uses them
on a regular basis.” Even curators generally do not recall
encountering perturbed data.

Participants are cautious about the impact on utility. Many
are concerned that perturbative techniques might not preserve
important relationships between variables. For example, C3
worries about losing the ability to compare results between
highly educated men and highly educated women. Caution
sometimes stems from lack of familiarity: P14 said they
needed a “better understanding of the implications” includ-
ing the impact on cross-tabular analyses, which their funding
agency values. However, despite some knowledge of pertur-
bative techniques, P2 remains wary; they employ multivariate



analyses that involve “not just a single main effect or even
a single interaction, but many variables,” which they believe
are not well supported by existing perturbative techniques.

On DP, C4 feels that too little is known about its impact on
small datasets, given few real-world instances. For example,
they said a researcher might design a randomized controlled
trial that is just barely powered due to limited funding, then
later find that DP would make their study unpowered.

Many practitioners are open to new approaches, pending
guidance and support. Though standards like k-anonymity
and DP are viewed as extreme, many would change their prac-
tices if directed to. For example, P13 said the only reason they
have not done more perturbation is that it is not “traditionally
requested” by funders, and P1 explained that a funder ask-
ing for synthetic data would be “all the motivation we need:
someone telling us we want it, and we wanna pay for it.”

Participants noted the need for support to make these
changes. For example, P1 has wanted to publish synthetic
data, but they lack the know-how to do so without losing uni-
variate and bivariate distributions or other statistical proper-
ties: “That’s a whole different level of expertise that’s needed,
and I wouldn’t say we have the skills to do that properly.”

5 Discussion

Norms around de-identifying research data are in transition.
Both practitioners and curators are adjusting to new work-
flows, with misunderstandings often creating friction between
the two groups. After decades of de-identification research,
practices are being updated at large scale, but not necessarily
in the way scholars have advocated for. Even though our par-
ticipants all take steps to reduce the risk of re-identification via
indirect identifiers, in all but a handful of cases the question
of whether singling out—the fundamental threat addressed
by k-anonymity—has been prevented is left unanswered. In
many cases, some individuals in published data can likely
be singled out by combinations of as few as two or three
identifiers. If re-identified, they may be at risk of stigma and
reprisals from domestic abusers, governments, employers,
and more.

We call out three interlinked reasons for the existing state
of practice. Addressing them requires providing researchers
with better support, including de-identification tooling tai-
lored to their needs. Therefore, we provide recommendations
for repositories, funding agencies, and privacy experts to help
researchers de-identify data.

5.1 Hurdles to more rigorous de-identification

Threats seem unrealistic. Most researchers doubt compe-
tent adversaries would go to the effort of re-identifying data,
which calls into question the need for changes. Adversaries

are not entirely hypothetical, though—the journalists who
used Grindr data to out a Catholic priest demonstrate that
some will re-identify online data to further an agenda [9].
Threats also change; though C1 described a re-identified data
subject being denied health insurance as a “sci-fi paranoia
concern,” technologies even recently considered futuristic,
like generative AI [63] and facial recognition databases [36],
are now commonplace. Despite the cost of scraping moun-
tains of personal data online—often in potential violation of
regulations and terms [36, 63]—these technologies have gath-
ered enough investors and customers to thrive. Without strong
protection, research data could be the next target.

Research data is downplayed as a target in part because per-
sonal data handled carelessly by government officials or sold
by brokers is seen as an easier and more fruitful target. Lead-
ing by example across all levels of government and instituting
stronger protections for commercial user data would better
protect everyone’s privacy and also create greater motivation
for researchers to protect published data.

Participants often feel they have made re-identification suf-
ficiently difficult to dissuade likely threat actors, but they also
expressed lacking detailed understanding of re-identification
attacks. Educational resources could help researchers make
more informed decisions by explaining re-identification mech-
anisms; currently, many online de-identification guides have
gaps in their coverage of threats, and very few walk readers
through real case studies of re-identification [35].

Stronger standards are not incentivized or supported.
Though practitioners care about protecting data subjects, de-
identification is ultimately a secondary concern that not only
takes time from the primary task of publishing papers but
also lowers the quality of data in the eyes of their peers. Par-
ticipants cited concerns about loss of data utility when dis-
cussing systematic and perturbative approaches, and P4 has
even fielded complaints from downstream data users about
information removed during de-identification. Thus, practi-
tioners face similar incentive dilemmas as other professionals
who are expected to execute secondary security and privacy
tasks [1].

Practitioners feel that funders and other stakeholders gen-
erally do not have clear expectations for de-identification,
and they rarely receive feedback on de-identification during
review by curation staff at repositories. As a result, system-
atic approaches to de-identification are often de-prioritized.
Instead, methods are largely passed down from colleague
to colleague. This may partly explain why several said de-
identification is easy: they follow familiar processes and are
not expected to make more difficult decisions, such as where
to sacrifice utility for a higher standard of protection.

Tools do not meet researchers’ needs. Tools that de-identify
data algorithmically [41, 78, 82, 92] could improve both pri-
vacy (e.g., by ensuring more systematically that no one is



singled out) and utility (e.g., by applying less destructive tech-
niques than deleting or generalizing entire variables). How-
ever, they are rarely used. The simplest reason is a lack of
awareness. Researchers need to be informed and persuaded
that these tools are relevant to them.

However, even when they are aware, researchers feel that
existing algorithmic tools and the approaches they take, such
as k-anonymity, are not tailored to their needs. Perceived
limitations include unacceptable impacts on data utility, poor
usability, and an inability to account for risk within the sam-
pling frame (§4.1). Some limitations identified by participants
inherently lack neat fixes: trading utility for privacy is some-
what inevitable, and assessing risk within a sampling frame
requires acquiring or guessing information about the larger
population whose data was not collected. Still, these barriers
could be lowered by designing tools to researchers’ needs.

5.2 Recommendations

For repositories, funding agencies, and curators. Partic-
ipants indicated that funders are critical drivers of change,
but they need to provide clear expectations and sufficient
funding for de-identification from the get-go. De-identifying
real-world research datasets—which often span hundreds of
variables—is a huge undertaking, and researchers do not feel
this is reflected in how it is funded and supported. More
funding would reduce the current pressure to de-identify data
as quickly as possible, and funders and repositories could
provide more support through helplines and consultations.
Exemplary de-identification efforts could also be recognized
as part of awards for data publications and open science [101].

Repositories and funders can consider several measures to
reduce strain between submitters and curators. Submitters
may appreciate greater transparency and agency in the de-
identification review process. Without feedback, they some-
times assume that curators are not conducting a serious review.
And when they lack agency, they may act adversarially for
the sake of privacy—throwing away data utility in case a
repository disregards their recommended access restrictions,
or employing lawyers to get out of sharing certain data. Cor-
respondingly, curators may appreciate stronger requirements
(e.g., in research grants) for practitioners to see data publica-
tion through to the end, to avoid leaving curators in the lurch
with unfamiliar, inadequately de-identified data.

For privacy scholars and technologists. Privacy experts can
empower human-subjects researchers by helping them con-
sider risk more systematically when de-identifying data; by
providing them with more nuanced methods for preserving
utility; and by creating tools that make the whole process
more accessible. To do so, though, they must account for
researchers’ concerns when designing metrics, algorithms,
and tools. As an example effort to bridge this gap, MinBlur

is a k-anonymity algorithm for social scientists expressly de-
signed to account for some of the same priorities mentioned
by our participants: users specify which identifiers are more
important to preserve for analysis, and they provide input to
estimate risk within the sampling frame [66]. Such efforts to
center researchers’ perspectives in design could produce tools
that are not only more useful for researchers but also make a
more compelling case for uptake.

Our work has uncovered some of researchers’ constraints
for de-identification methods, but future work should lay out
these constraints more systematically—considering factors
such as how utility should be measured for various use cases,
what parameters would help researchers customize the pro-
cess, and how different approaches might be at least initially
(in)compatible with existing research norms. Ideally, de-
identification methods should be designed from square one to
fit these constraints, as much as possible while still providing
privacy protection. Human-subjects researchers should also
be involved in the design and testing of new methods, ide-
ally in user studies that resemble real-world conditions—for
example, by having participants bring their own data.

Future work could also involve human-subjects researchers
in the design of DP methods specifically. Advocates should
not only demonstrate the trade-offs of DP repeatedly and rig-
orously across many kinds of data (including small sample
datasets) and future research use cases (including complex
multivariate analyses), but also guide researchers through the
implications for their work. Some have taken early steps, eval-
uating DP for replication of randomized controlled trials [67]
and for redistricting using Census data [18].

User-centered design can also help privacy experts cre-
ate de-identification tooling that is not only acceptable to
practitioners, but also usable and useful—crucial qualities
for complex tools to be adopted [60]. Tools should incor-
porate functions that researchers already use tools for, such
as generating in-depth summaries of variables to guide de-
identification. These functions can be built out—e.g., summa-
rizing crosstabs or providing metrics of risk and utility—but
not at the cost of eliminating their initial usefulness.

6 Conclusion

Research data publication is becoming an expectation and
requirement. In 24 interviews, we studied how researchers ap-
proach the complex task of de-identifying human-subjects
data. We find that while lessons of de-identification re-
search have percolated into various fields of research practice,
leading to widespread awareness of concepts related to k-
anonymity (indirect identifiers, singling out, etc.), researchers
are largely not following systematic processes that ensure pro-
tection against basic re-identification threats such as singling
out. Collaborative work bridging this gap has the potential
to improve privacy for research data subjects, usability for
researchers, and quality for research broadly.



7 Ethics considerations

The University of Maryland Institutional Review Board ap-
proved this study. Participants gave informed consent, includ-
ing for automated transcription. We limit personal informa-
tion in this paper to lower the risk of re-identification. We did
not attempt to re-identify any published data.

8 Open science

Our research protocols are in Appendices B and C. Our
qualitative codebook, recruitment message templates, and
consent form are in our supplementary materials at https:
//osf.io/4tgpv/. We have not published interview transcripts,
due to the risk they pose if participants or their organizations
are re-identified. In particular, participants sometimes spoke
critically of their peers and organizations, which could have
negative repercussions on their employment and career.
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A Pre-interview questionnaire
Participant demographics

1. What is your age?
• 18–24 | 25–34 | 35–44 | 45–54 | 55–64 | 65+ | Prefer to self-

describe ________ | Prefer not to state
2. What is your gender?

• Male | Female | Non-binary | Prefer to self-describe ________
| Prefer not to state

3. What is your race? (You can select more than one option.)
• American Indian or Alaska Native | Asian | Black or African

American | Hispanic or Latino | Native Hawaiian or Pacific
Islander | White | Prefer to self-describe ________ | Prefer not
to state

4. What is the highest level of formal education that you have completed
or are currently pursuing?

• No high school degree | High school graduate, diploma, or
equivalent (for example, GED) | Trade, technical, or vocational
training | Associate’s degree | Bachelor’s degree | Graduate or
professional degree | Prefer to self-describe ________ | Prefer
not to state

5. What country (or countries) do you live in?
• United States | Other ________ | Prefer not to state

Organization details (practitioners only)
1. Which of the following best describes the organization where you

de-identify data?
• Government agency | Academic institution | Healthcare orga-

nization | Research institute | Private company | Nonprofit |
Prefer to self-describe ________

2. What is your role (i.e., job title) at your organization? ________
3. Approximately how many people at your organization are involved in

de-identifying data at least occasionally? ________
4. Approximately how many employees work at your organization in

total? ________
5. As part of this project, we are also analyzing practical guides that

explain how to de-identify data. If you think of any that are important
for us to include, please consider sharing names, links, or files here.5

________
6. Is there anything else we should know before we begin this interview?

________

Organization details (curators only)
1. Does your organization maintain a repository where datasets are pub-

lished?
• Yes | No | Prefer to self-describe ________

2. Does your organization review datasets that it contracted or funded
(i.e., you are the client)?

• Yes, all datasets we review are contracted or funded by us | Yes,
some of the datasets we review are contracted or funded by us |
No, never | Prefer to self-describe ________

3. What is your role (i.e., job title) at your organization? ________
4. Approximately how many people at your organization are involved in

reviewing de-identified data at least occasionally? ________
5. Approximately how many employees work at your organization in

total? ________
6. As part of this project, we are also analyzing practical guides that

explain how to de-identify data. If you think of any that are important
for us to include, please consider sharing names, links, or files here.
________

7. Is there anything else we should know before we begin this interview?
________

B Practitioner interview protocol
Background
I’ll start off with some basic definitions, since sometimes these terms mean
different things to different people. We are interested in how you de-identify
datasets containing personal information. By de-identify, we mean modifying
data (or the interface for viewing it) to make it harder to identify who the data
refers to. There are many ways to do this, but it usually includes removing or
masking direct identifiers like name and phone number. It also often includes
modifying indirect identifiers such as zip code and age. When the goal is to
minimize the re-identification risk, this is sometimes called anonymization.
Is there anything I can clarify about the scope of this interview?

Let’s start with some brief questions about what you do.
• At a high level, could you please describe the kind of datasets that

you’ve de-identified?
• To the extent that you are aware, what are these datasets used for after

de-identification? (By whom?)
• Are you required to comply with any regulations or guidelines relating

to de-identification?
• Approximately how many datasets have you de-identified?

◦ Note: a dataset should be counted separately if it requires re-
assessing how de-identification should be done (e.g., which
variables to remove, what buckets to use for generalization).

• How did you learn how to de-identify data?

5This information was incorporated into a separate study [35].
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Process
Now, let’s get into the process of de-identification.

• Think back to one of the more typical datasets you have de-identified.
Could you please walk me through the process of de-identifying this
specific dataset?

◦ Who was involved, and how did they fit into the timeline?
◦ What techniques did you use?
◦ You mentioned [using x de-identification technique]. How do

you decide [see examples below]?
- k-anonymity: what value of k to use, or what counts as a

quasi-identifier
- Differential privacy: what value of epsilon to use
- Generalization: how to pick categories (including whether

there’s a threshold for when it’s generalized enough), or
which variables to generalize

- Suppression: which values/records/variables to delete
- Swapping: which records to swap values between
- Adding noise: what data should be changed and how

• To what extent is this process different for other datasets?
• If you and someone else at your organization or in your research group

were to de-identify the same dataset independently, would they end up
doing it the same way that you do?

Evaluation
• Is there anything you do to determine when a dataset has been ade-

quately de-identified? (Are there any specific tests or metrics?)
• Have you ever received feedback on a dataset you de-identified? (What

and from whom? Did you need to make any changes?)
• Have you ever de-identified a dataset too much or too little? For

example, so much so that it was no longer useful, or so little that you
had to change or redo something to protect people’s privacy?

◦ More generally, how do you think about balancing privacy and
utility?

• Has your de-identification process changed over time? (How, why?)

Challenges
• Are there aspects of de-identifying data that you find frustrating or

challenging?
• Have you used tools or scripts that help you de-identify data?

◦ Are these helpful and easy to use?
◦ Do you have any suggestions for how to improve these, or sug-

gestions for new tools or resources to make the de-identification
process easier?

Threat modeling
Now, I’m going to shift our conversation towards your perceptions of threats
to de-identified data.

• Do you have a process for assessing the risk posed by the release or
use of de-identified data? This is sometimes called threat modeling.

• For the datasets you have de-identified, do you think there would be
significant risks to data subjects if they were re-identified, and if so,
what are they?

• In your opinion, what is the likelihood that someone would actually
try to re-identify anyone in the datasets you’ve de-identified? (Who?)

• Let’s imagine a variety of potential threat actors who range in technical
sophistication, resources, and motivation. An example of a weaker
threat is someone casually looking at a dataset who happens to rec-
ognize an individual, while a stronger threat might be an intelligence
agency investigating a person of interest. How well do you think
datasets you de-identify are protected against different kinds of threat
actors?

◦ [if not protected from weaker threats] If de-identification
doesn’t protect against weaker threats, what do you see as the
point of it?

◦ [if differences between threats] What do you think stronger
threats could do that weaker threats wouldn’t?

◦ [if not protected from stronger threats] Do you think it’s feasible
for de-identified data to be protected against stronger threats

and also still be useful? (Do you know how you would attempt
to do so?)

◦ [if protected from stronger threats] Could you tell me more
about what gives you confidence that the data you de-identify
is protected against these threats?

◦ [if uncertain] Do people at your organization and in your
professional circle talk about specific threat actors and how
de-identification may or may not protect against them? (In
these conversations, who are the threats, and how well does
de-identification protect against them?)

• If there was a significantly [higher/lower] risk that someone would try
to re-identify any of the datasets you’ve de-identified, would it change
the way in which you do de-identification? (What’s the first thing you
would change?)

Perturbation
Before we wrap up, I want to spend some time talking about a specific
family of de-identification techniques that involve introducing errors to the
data. Instead of deleting data or generalizing it into broader categories, some
techniques make it so that data about individuals is incorrect, for example
by swapping values between rows, or by adding random changes to values.
Terms used to describe these techniques include data perturbation, generating
synthetic data, and differential privacy.

• [if they’ve mentioned using perturbative techniques] You mentioned
that you use error-introducing techniques at least sometimes. How
important are these techniques as part of your de-identification toolkit?
When are they appropriate or inappropriate to use?

• [else] Do you ever use any techniques that introduce error?
◦ [if yes] How important are these techniques as part of your

de-identification toolkit? When are they appropriate or inappro-
priate to use?

◦ [if no] Is there a reason you’ve avoided using these techniques?
When might they be appropriate or inappropriate to use?

• What do you see as the barriers, if any, that keep you from using
techniques that introduce error to a greater extent?

Conclusion
• [if no clear answer in the pre-questionnaire] In the questionnaire, you

didn’t mention any how-to guides that you think are important for us
to analyze. That’s totally fine—just wanted to check if you thought of
any since then.

• Before we wrap up, is there anything else you think we should know
about your work de-identifying data?

C Curator interview protocol
Background
I’ll start off with some basic definitions, since sometimes these terms mean
different things to different people. We are interested in how you de-identify
datasets containing personal information. By de-identify, we mean modifying
data (or the interface for viewing it) to make it harder to identify who the data
refers to. There are many ways to do this, but it usually includes removing or
masking direct identifiers like name and phone number. It also often includes
modifying indirect identifiers such as zip code and age. When the goal is to
minimize the re-identification risk, this is sometimes called anonymization.
Is there anything I can clarify about the scope of this interview?

Let’s start with some brief questions about what you do.
• At a high level, could you please describe the kind of datasets that you

review?
• To the extent that you are aware, what are these datasets used for after

de-identification? (By whom?)
• Are reviewed datasets required to comply with any regulations or

guidelines relating to de-identification?
• Approximately how many datasets have you reviewed de-identification

for?
◦ Note: a dataset should be counted separately if it requires re-

assessing how de-identification should be done (e.g., which
variables to remove, what buckets to use for generalization).



• Do you have experience de-identifying data yourself?
• How did you learn about how data should be de-identified?

Process
Now, let’s get into how you review de-identification.

• Think back to one of the more typical datasets you have reviewed.
Could you please walk me through the process of reviewing this spe-
cific dataset?

◦ Who was involved, and how did they fit into the timeline?
◦ What information do you receive from submitters that helps

you review their de-identification?
• Do you provide feedback to submitters? (What feedback?)

◦ Have you asked submitters to change their de-identification?
(Have they agreed, and what happens if they disagree?)

Expectations
• Do you have specific expectations for how data should be de-identified?
• Are there any techniques you expect or recommend against?
• You mentioned [x de-identification technique]. How do you decide

[see examples below]?
◦ k-anonymity: what value of k is appropriate, or what counts as

a quasi-identifier
◦ Differential privacy: what value of epsilon should be used
◦ Generalization: how categories should be picked (including

whether there should be a threshold for when it’s generalized
enough), or which variables to generalize

◦ Suppression: which values/records/variables should be deleted
◦ Swapping: which records should have values swapped
◦ Adding noise: what data should be changed and how

Evaluation
• How do you determine when a dataset has been adequately de-

identified? (Are there any specific tests or metrics?)
• How do you decide what access level a dataset should be published

at—if there are options for different access levels?
◦ Have you ever decided that a dataset should not be published at

all for reasons relating to de-identification?
• Have you ever reviewed a dataset that was de-identified too much or

too little? For example, so much so that it was no longer useful, or so
little that something needed to be changed or redone to protect people’s
privacy?

◦ More generally, how do you think about balancing privacy and
utility?

• What are the most common or egregious de-identification mistakes
that appear in data you review?

◦ If you could give just one piece of advice to submitters before
they start de-identifying data, what would you recommend?

• After a dataset is published, do you ever do any follow-up review of
its de-identification?

Consistency and change
• To what extent is your review process different depending on the

dataset?
• If you and someone else at your organization were to review the same

dataset independently, would they end up doing it the same way that
you do?

• Has your process for reviewing de-identification changed over time?
(How, why?)

Challenges and tools/resources
• Are there aspects of reviewing de-identification that you find frustrating

or challenging?
• Have you used tools or scripts that help you review de-identification?

◦ Are these helpful and easy to use?
◦ Do you have any suggestions for how to improve these, or sug-

gestions for new tools or resources to make the review process
easier?

Threat modeling
Now, I’m going to shift our conversation towards your perceptions of threats
to de-identified data.

• Do you have a process for assessing the risk posed by the release or
use of de-identified data? This is sometimes called threat modeling.

• For the datasets you have reviewed, do you think there would be
significant risks to data subjects if they were re-identified, and if so,
what are they?

• In your opinion, what is the likelihood that someone would actually
try to re-identify anyone in the datasets you’ve reviewed? (Who?)

• Let’s imagine a variety of potential threat actors who range in technical
sophistication, resources, and motivation. An example of a weaker
threat is someone casually looking at a dataset who happens to rec-
ognize an individual, while a stronger threat might be an intelligence
agency investigating a person of interest. How well do you think
datasets you approve are protected against different kinds of threat
actors?

◦ [if not protected from weaker threats] If de-identification
doesn’t protect against weaker threats, what do you see as the
point of it?

◦ [if differences between threats] What do you think stronger
threats could do that weaker threats wouldn’t?

◦ [if not protected from stronger threats] Do you think it’s feasible
for de-identified data to be protected against stronger threats
and also still be useful? (Do you know how you would attempt
to do so?)

◦ [if protected from stronger threats] Could you tell me more
about what gives you confidence that the data you review is
protected against these threats?

◦ [if uncertain] Do people at your organization and in your
professional circle talk about specific threat actors and how
de-identification may or may not protect against them? (In
these conversations, who are the threats, and how well does
de-identification protect against them?)

Perturbation
Before we wrap up, I want to spend some time talking about a specific
family of de-identification techniques that involve introducing errors to the
data. Instead of deleting data or generalizing it into broader categories, some
techniques make it so that data about individuals is incorrect, for example
by swapping values between rows, or by adding random changes to values.
Terms used to describe these techniques include data perturbation, generating
synthetic data, and differential privacy.

• In your opinion, when are these techniques appropriate or inappropriate
to use?

• What do you see as the barriers, if any, that keep these techniques from
being used to a greater extent?

Conclusion
• [if no clear answer in the pre-questionnaire] In the questionnaire, you

didn’t mention any how-to guides that you think are important for us
to analyze. That’s totally fine—just wanted to check if you thought of
any since then.

• Before we wrap up, is there anything else you think we should know
about your work reviewing de-identification?

D Interview codebook
Our codebook is in the supplementary material: https://osf.io/4tgpv/

E Participant demographics
In this appendix only, we disaggregate the three participants collectively
referred to as C3 (see footnote to Table 1). Thirteen participants are men,
and thirteen are women. Nineteen are White, two are Asian, one is Black
or African American, one is Hispanic or Latino, one is Middle Eastern or
North African, one identified as mixed, and one did not disclose. Two are
ages 18–24, six are 25–34, twelve are 35–44, five are 45–54, one is 55–64,
and one did not disclose. The highest level of formal education achieved or
in progress is graduate or professional degree for twenty-four, and bachelor’s
degree for two. Twenty-four live in the U.S., and two live in the UK.

https://osf.io/4tgpv/
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